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We Are Closer
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J. Robert Oppenheimer
Theoretical physicist

father of the atomic bomb

“The optimist thinks this is the best of all 

possible worlds.  The pessimist fears it is true.”

Big Data Analytics (BDA)

Artificial Intelligence (AI)

More data are being 
generated, stored and 
processed (Big Data)

Powerful hardware & 
open source tools

Breakthrough in 
Machine Learning 

algorithms

Business Analytics

Machine Learning
(Volume, Variety, Velocity)
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Beginning of Artificial Intelligence (AI)
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“We propose that a two-month, ten 

man study of artificial intelligence 

carried out during the summer of 

1956…” 
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What is AI
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• In computer science, Artificial intelligence (AI, also machine intelligence) 

research is defined as the study of "intelligent agents“.

• An intelligent agent perceives its environment via sensors and acts 

rationally upon that environment with its effectors.

Properties:

• Autonomous

• Pro-active

• Reactive to the environment

• Interacts with other agents
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Is AI Exists
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• Alan Turing proposed a method then be known as the Turing Test - if 

the human being conducting the test is unable to consistently determine 

whether an answer has been given by a computer or by another human 

being, then the computer is considered to have intelligence.

Person A

Person Z

Computer Y
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First Wave
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• The first wave of AI came in the late 1950s. It is basically a 

search program that based on predefined rules.

• In order for the AI to be successful, human had to precisely defined 

every possibility. As machine can generally process faster than 

human, it doesn't bother the size of pattern to search for, as well as 

the rules that defined how to sort and search.

• The classic example of this type of AI is how machine plays chess. 

For every move, a machine simply calculates massive amounts of 

known patterns and evaluates the best board position. 

• Unfortunately, even the DeepBlue still doesn't understand concepts 

of the game and just rely on brute force approaches to play.

• The first winter of AI – the Frame Problem.
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Second Wave
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• The second wave of AI came in the 1980s. This time, its creators proposed a systematic way 

to representing information about the world in a form that a computer can utilize, it 

is called the Knowledge Representation and Reasoning.

• Effective KR requires a combination of common vocabulary and automated reasoning 

engine. The vocabulary, or ontology, provides a set of concepts and relationships between 

them. Unfortunately, it would requires tremendous effort to map reality into computerized 

vocabulary. Moreover, machines in KR are actually recognize the vocabulary and connections, not 

the concepts of the real world. The second winter of AI – the Symbol Grounding Problem.
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Third Wave
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• The third wave of AI comes with Machine Learning (ML). Arthur Samuel in 1959 defined ML as 'giving 

computers the ability to learn without explicitly programmed'. ML generally constructs a model 

that generated from one or more algorithms. Then, the model can be used to make predictions on new data. 

• In simplified terms, every complex question can be replaced with a binary question. For example, the 

complex question 'Which author do you like?', can be replaced with binary questions like 'Do you like 

Haruki Murakami?', 'Do you like Milan Kundera?', 'Do you like Italo Calvino?'... Once in binary form, ML will 

suggest the best outcome from its evaluation. 

• Unfortunately, a machine must at first learn correctly, before it can do prediction correctly. In all the ML 

before next wave, a machine by itself is not able to decide what is appropriate data and algorithm(s). The 

third winter of AI – the Feature Engineering and Algorithm Selection Problem.
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Fourth Wave
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• Deep Learning (DL) is a new area of Machine Learning (ML) research, which has been 

introduced with the objective of moving ML closer to one of its original goals - Artificial 

Intelligence (AI).

• DL means using a neural network with multiple layers of nodes between input and output.

• The series of layers between input & output do feature identification and processing in a 

series of stages, just as our brains seem to.
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Deep Neural Network (DNN)
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• A deep neural network (DNN) is an artificial neural network (ANN) with multiple hidden 

layers between the input and output layers. DNNs are typically feedforward networks in 

which data flows from the input layer to the output layer without looping back.
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Deep Learning in ILSVRC 2012
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• The current hype on AI is an extension of the ML, 

Geoffrey Hinton and his students managed to 

push neural network to next level, the deep neural

network. In 2012, Geoffrey’s SuperVision team 

stormed the world in ImageNet Large Scale Visual 

Recognition Challenge 2012 (ILSVRC2012).

Task

Team Classification Localization Average

SuperVision 85% 66% 76%

ISI 74% 46% 60%

OXFORD_VGG 73% 50% 61%

XRCE/INRIA 73% N/A N/A

University of Amsterdam 70% N/A N/A

(Univ. of Tokyo)

(Univ. of Oxford)

(Xerox Europe)

(Univ. of Toronto)
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Deep Learning vs Machine Learning
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manual

automation
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Automated ML: Backpropagation

• A supervised neural network, at the abstract representation, can be 

presented as a black box with 2 methods learn() and predict()

13

learn ()

predict ()
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Automated ML: Backpropagation
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learn (inputs, outputs)

predict ()

updates internal states

inputs outputs
the learning process 

takes the inputs and 

the desired outputs 

and updates its 

internal state 

accordingly, so the 

calculated output get 

as close as possible to 

the desired output
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Automated ML: Backpropagation

15

learn (inputs, outputs)

predict (inputs)

updates internal states

using learned internal states

inputs

inputs outputs

outputs

the predict process 

takes input and using 

the learned internal 

state, to generate the 

most likely output 

according to its past 

“learning experience”
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A Simple Example
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Input Output

0 0

1 2

2 4

3 6

4 8

5 10

• The example start with one 

input and one output and a 

linear relation between them. 

• The goal of the supervised 

neural network is to try to 

search over all the possible 

linear functions which one 

best fits the data.

• For example, y = Wx
(output = weight * input)
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Automated ML: Backpropagation

Learning process Step 1 - Model initialization:

• A random initialization of the model is a common practice. The rational 

behind is that from wherever we start, if we are perseverant enough and 

through an iterative learning process, we can reach the pseudo-ideal 

model.

• Let’s consider the following random initializations:

– (Model 1): y=3x. The number 3 is generated at random. 

– (Model 2): y=5x. The number 5 is generated at random. 

• We will explore later, how, through the learning process, all of these 

models can converge to the ideal solution (y=2x) (which we are trying to 

find).

17
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Automated ML: Backpropagation

Learning process Step 2 - Forward propagate:

• The next step is to check performance of random 

initialized model.

• Start from the input, pass them through the 

network layer and calculate the actual output of 

the model.

• This step is called forward-propagation, because 

the calculation flow is going in the 

natural forward direction from the input -> 

through the supervised neural network -> to the 

output.

18

Input Actual output of 

model 1 (y= 3x)

0 0

1 3

2 6

3 9

4 12

5 15
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Automated ML: Backpropagation

Learning process Step 3 - Loss function:

• Defined a loss function, which is a performance 
metric on how well the algorithm manages to reach 
its goal of generating outputs as close as possible to 
the desired outputs.

• The most intuitive loss function is simply loss = 
(desired output-actual output). This loss function 
returns positive values when the network 
undershoot (prediction < desired output),
and negative values when the network overshoot 
(prediction > desired output). 

• If we want the loss function to reflect an absolute 
error, regardless if it’s overshooting or 
undershooting we can define it as:
loss = absolute value of (desired—actual ).

19

Input Actual 

output of 

model 1 

(y= 3x)

Desired 

output

Absolute 

error

0 0 0 0

1 3 2 1

2 6 4 2

3 9 6 3

4 12 8 4

5 15 10 5
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Automated ML: Backpropagation

Learning process Step 3 - Loss function:

• Several situations can lead to the same 

total sum of errors. For instance, lot of 

small errors or few big errors.

• We would like the prediction to work 

under any situation, it is more 

preferable to have a distribution of lot 

of small errors, rather than a few big 

ones.

• Hence, we define the loss function to 

be the sum of squares of the 

absolute errors.

20

Input Actual 

output 

of model 

1 (y= 3x)

Desired 

output

Absolute 

error

Square 

of 

absolute 

error

0 0 0 0 0

1 3 2 1 1

2 6 4 2 4

3 9 6 3 9

4 12 8 4 16

5 15 10 5 25

Total    55

In short, the machine learning goal becomes to minimize the 

loss function (to reach as close as possible to 0).
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Automated ML: Backpropagation

Learning process Step 4 - Differentiation:

• Goal is to minimize the loss function.

• Differentiation in mathematics can 

guide us how to optimize the weights.

• Imagine, how much the total error will 

change if the internal weight changed!

• Let’s consider ∆W=0.0001. (In reality it 

should be much smaller!)

• Let’s recalculate the sum of squares of 

the absolute errors.

21

Input Actual 

output of 

model 1 (y= 

3.0001x)

Desired 

output

Square of 

absolute 

error

0 0 0 0

1 3.0001 2 1.0002

2 6.0002 4 4.0008

3 9.0003 6 9.0018

4 12.0004 8 16.0032

5 15.0005 10 25.0050

Total    55.0110
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Automated ML: Backpropagation

Learning process Step 4 - Differentiation:

• If we increase W from 3 to 3.0001, the 

sum of squares of error will increase 

from 55 to 55.0110.

• What is the rate of which the error 

changes relatively to the changes on the 

weight?

• The rate is increase by 0.0110 in the 

total error for each 0.0001 increase in 

weight.

22

Input Actual 

output of 

model 1 (y= 

3.0001x)

Desired 

output

Square 

error

0 0 0 0

1 3.0001 2 1.0002

2 6.0002 4 4.0008

3 9.0003 6 9.0018

4 12.0004 8 16.0032

5 15.0005 10 25.0050

Total    55.0110
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Automated ML: Backpropagation

Learning process Step 4 - Differentiation:

• If we decrease the weights by 0.0001, the 

sum of squares of error will decrease 

from 55 to 54.98900055.

• The rate is decrease by 0.0110 in the 

total error for each 0.0001 decrease in 

weight.

23

Input Actual 

output of 

model 1 (y= 

2.9999x)

Desired 

output

Square 

error

0 0 0 0

1 2.9999 2 0.99980001

2 5.9998 4 3.99920004

3 8.9997 6 8.99820009

4 11.9996 8 15.99680016

5 14.9995 10 24.99500025

Total    54.98900055
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Automated ML: Backpropagation

Learning process Step 4 - Differentiation:

• Let’s check the derivative, the rate at which 

error changes relatively to the changes on the 

weight.

• If W is < desired W, we have a positive loss 

function, but the derivative is negative, meaning 

that an increase of weight will decrease the loss 

function.

• If W is > desired W, we have a positive loss 

function, but the derivative is as well positive, 

meaning that any more increase in the weight, 

will increase the losses even more!

• If W is equal to desired W, we do nothing, we 

reach our stable point.

24
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Automated ML: Backpropagation

Learning process Step 5- Back-propagation:

• A more complex problem – say layer 1 is 

doing 3x to generate a hidden output z,

layer 2 is doing z² to generate the final 

output.

• In order to solve the problem, luckily for 

us, derivative is decomposable, thus can 

be back-propagated.

• The process of back-propagating errors:

Input -> Forward calls -> Loss function -> 

derivative -> back-propagation of errors.

25
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Automated ML: Backpropagation

Learning process Step 6- Weight Update:

• A general rule of weight updates is the delta rule.

new weight = old weight—Derivative Rate * learning rate

• The learning rate is introduced as a constant (usually very small), in order to force the 

weight to get updated very smoothly and slowly (to avoid big steps and chaotic behavior).

• If the derivative rate is positive, it means that an increase in weight will increase the error, 

thus the new weight should be smaller.

• If the derivative rate is negative, it means that an increase in weight will decrease the error, 

thus we need to increase the weights.

• If the derivative is 0, it means that we are in a stable minimum. Thus, no update on the 

weights is needed -> we reached a stable state.

26
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Automated ML: Backpropagation

Learning process Step 7- Iterate Until Convergence:

• A general rule of weight updates is the delta rule.

new weight = old weight—Derivative Rate * learning rate

• The learning rate is introduced as a constant (usually very small), in order to force the 

weight to get updated very smoothly and slowly (to avoid big steps and chaotic behavior).

• If the derivative rate is positive, it means that an increase in weight will increase the error, 

thus the new weight should be smaller.

• If the derivative rate is negative, it means that an increase in weight will decrease the error, 

thus we need to increase the weights.

• If the derivative is 0, it means that we are in a stable minimum. Thus, no update on the 

weights is needed -> we reached a stable state.

27
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Automated ML: Backpropagation

Overall picture:

28
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Automated ML: Neural Architecture Search (NAS)

• Developing neural network models requires specialized skills and is challenging in general.

• NAS is an algorithm that searches for the best neural network architecture:

– Start off by defining a set of “building blocks” that can possibly be used for our network.

– A controller Recurrent Neural Network (RNN) samples these building blocks, putting them together 

to create some kind of end-to-end architecture.

– This new network architecture is then trained to convergence to obtain some accuracy on a held-

out validation set.

– The resulting accuracies are used to update the controller so that the controller will generate better 

architectures over time, perhaps by selecting better blocks or making better connections. 

– The controller weights are updated with policy gradient.

29
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Automated ML: Neural Architecture Search (NAS)

30
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Automated ML: Advances in Architecture Search

• NAS was quite inefficient and inaccessible to the common user. Using 450 GPUs it took 3–4 

days of training to find that great architecture!

• Much of the latest research in NAS has thus focused on make this process more efficient.

• Progressive Neural Architecture Search (PNAS) proposes to use what is called a sequential 

model-based optimization (SMBO) strategy, rather than the reinforcement learning used in 

NASNet. This method of PNAS is 5–8 times more efficient (and thus much less expensive) 

than the original NAS.

• Efficient Neural Architecture Search (ENAS) is another shot at trying to make the general 

architecture search more efficient.The ENAS algorithm forces all models to share weights 

instead of training from scratch to convergence. Thus, we’re essentially doing a transfer 

learning each time we train a new model, converging much faster! ENAS completed half a day 

of training with a single 1080Ti GPU!

31

https://arxiv.org/pdf/1712.00559.pdf
https://arxiv.org/pdf/1802.03268.pdf
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Automated Machine Learning

• Google recently offering Cloud AutoML. Just upload your data and Google’s NAS algorithm 

will find you an architecture, quick and easy!

• AutoKeras is an open source software library for automated machine learning.

• DataRobot’s AutoML able to automate many of the tasks needed to develop artificial 

intelligence (AI) and machine learning applications.

• H2O’s AutoML can be used for automating the machine learning workflow, which includes 

automatic training and tuning of many models within a user-specified time-limit.

• R’s AutoML package fits from simple regression to highly customizable deep neural networks 

either with gradient descent or metaheuristic, using automatic hyper parameters tuning and 

custom cost function. 

• Python’s AutoML library automated machine learning for production and analytics.

• Auto-sklearn is an automated machine learning toolkit and a drop-in replacement for a scikit-

learn estimator.

32

https://cloud.google.com/automl/
https://github.com/jhfjhfj1/autokeras
https://www.datarobot.com/lp/automated-machine-learning-works-business/
http://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
https://cran.r-project.org/web/packages/automl/index.html
https://pypi.org/project/automl/
https://automl.github.io/auto-sklearn/master/
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Thank You



6th Malaysia Statistics Conference 34



6th Malaysia Statistics Conference 35



6th Malaysia Statistics Conference 36



6th Malaysia Statistics Conference 37



6th Malaysia Statistics Conference 38



6th Malaysia Statistics Conference 39



6th Malaysia Statistics Conference 40



6th Malaysia Statistics Conference 41



6th Malaysia Statistics Conference 42



6th Malaysia Statistics Conference 43



6th Malaysia Statistics Conference 44



6th Malaysia Statistics Conference 45



6th Malaysia Statistics Conference 46



6th Malaysia Statistics Conference

References

1. https://ai100.stanford.edu/2016-report/appendix-i-short-history-ai 

2. http://www.csis.pace.edu/~ctappert/dps/pdf/ai-chess-deep.pdf 

3. https://skymind.ai/wiki/neural-network

4. https://medium.com/datathings/neural-networks-and-backpropagation-

explained-in-a-simple-way-f540a3611f5e

5. http://ruder.io/optimizing-gradient-descent/

6. https://arxiv.org/pdf/1707.07012.pdf

47

https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e
https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e
https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e
https://medium.com/datathings/neural-networks-and-backpropagation-explained-in-a-simple-way-f540a3611f5e
http://ruder.io/optimizing-gradient-descent/
https://arxiv.org/pdf/1707.07012.pdf

