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Introduction 
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 Big data  data sets that are too large or complex for 
traditional data-processing or statistical application software  

 Machine learning Subfield of computer science, application 
of artificial intelligence (AI), provides systems the ability to 
automatically learn from experience 

 Unsupervised and supervised learning 

 Applications: Healthcare, bioinformatics, robotics, data 
security, financial market analysis, translation 
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Our Study 

 Cervical Cancer 

• Second most common cancer 

• Caused by human papillomavirus (HPV) 

• Left untreated, cervical cancer developed 

• Lead to life-threatening but potentially 
curable 

 

 
 

 

 

 

Microarray Gene Expression Profiling To interpret and 

analyze the genes expression state in complementary 

DNA prepared from mRNA in which the hybridization is 

taking place on the array 
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Problem Statement 
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• Classification and detection of cervical cancer among large 

community has been challenging task 

• Cervical cancer is detected by PAP Smear test which has 

limited sensitivity to detect the early development of cervical 

cancerous cell 

• But by using gene expression profiling data, it has a better 

sensitivity to detect the early development of cervical cancer 

• Hence, predictive model is important 
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Objectives 
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• To extract the important features from cervical cancer 

gene expression profiling data 

• To classify groups or clusters of similar genes using 

unsupervised machine learning (ML) 

• To develop predictive models for cervical cancer by using 

supervised machine learning (ML) 
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Scopes 
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• Dataset: Gynecologic Oncology Group Tissue Bank (PA, USA) & 

Kaggle database website  

• Dataset containing gene expression profiling data in order to detect 

whether they are pre-cancerous or cancerous cervical cells 

• Data is extracted to get the important features 

• Unsupervised ML: hierarchical clustering & principal components 

analysis (PCA) 

• Supervised ML: support vector machine (SVM) & Random Forest (RF) 

•   
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Methodology 
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Dataset Description:  

Gene expression profiling data 

Tumor and matched normal samples 

Raw read counts from the sequencing of microRNA 

58 samples data with 714 features 

Row: microRNA features              

Column: 29 Normal (N), 29 Tumor (T) 

 R statistical computing environment 
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Samples Data [Normal (N): 29, Tumor (T): 29] 
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Data Extraction of the 

Dataset  
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Data Pre-processing 

- Unreliable and redundant of data and noise 
 present in dataset 

Data Cleaning 
Data Scaling 

Normalization 
of Data 
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Unsupervised Machine Learning 
 

Hierarchical Clustering (Heatmap) 

- Implemented to create the hierarchical  

- By measuring the similarities between features of the 

gene expression profiles 

 

Principle Component Analysis (PCA) 

- Reduce the dimensionality 

- Collapse the hundreds of features into a smaller set of 

principal components 
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Supervised Machine Learning (SVM and RF) 
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- Support Vector Machine (SVM) 

- Maximize the accuracy of the predictions while avoiding 
over-fit  to the sample data 

- Random Forest (RF) 

- Ensemble learning method that operate by constructing a 
multitude of decision trees at training time and outputting 
the class that is the mode of the classes (classification) 

- Training and testing the sample data (70% train, 30% test) 
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Evaluation of Model Performance 
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% 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
 𝑥 100 

% 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 𝑥 100 

% 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃 
 𝑥 100  
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Results and Discussion 
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Data Pre-Processing: 

 Unreliable data are removed 

 Final dataset is used 

 Also wide form of data change into long 

form 

 Used in the next process 
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Low Level 

 

High Level 

 Heatmap is a graphical 

representation of the gene 

expression profiles data of 

cervical that illustrated as 

colors range in a map 

 By calculating the pairwise 

distance between all of the 

data 

 Orange: Low level, White: 

High level 

Hierarchical Clustering 

(Heatmap) 
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Elbow 

Principle Component Analysis (PCA) 

 

 Scree plot is a histogram that shows 

eigenvalues of each principal components 

(PC) 

 Determine number of PC needed to 

summaries the dataset 

 Based on scree plot, value of variances 

decreases dramatically after the first 

principal components (elbow) 

 Hence, only one PC is sufficient to 

summarize the dataset 
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Results (SVM) 

  Reference 

Normal 

(0) 

Tumor (1) 

Predictio

n 

Normal 

(0) 

7 1 

Tumor (1) 1 7 
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Results (RF) 

  Reference 

Normal 

(0) 

Tumor (1) 

Predictio

n 

Normal 

(0) 

10 1 

Tumor (1) 0 6 
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Comparison Between SVM and RF 
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  Support Vector 

Machine (SVM) 

Random 

Forests (RF) 

Accuracy 87.5% 94.12% 

Kappa value 0.75 0.8759 

Sensitivity 0.8750 1.0000 

Specificity 0.8750 0.8571 
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Variables Importance 
Variables 

Importance 

Mean 

Decrease 

Accuracy 

(MDA) 

  

Variables 

Importance 

Mean Decrease 

Gini (MDG) 

miR. 205 
3.9691943

3 
miR. 205 0.462774856 

miR. 10b. 
3.5740697

8 

Candidate. 

5 
0.462649239 

miR. 514 
3.4324209

3       
miR. 10b. 0.434711805 

miR 133a 
2.9811641

7       
miR. 514 0.367938989 

miR. 133b 
2.9694714

5       
miR.133a 0.362193567 

miR. 497 
2.8843959

5       
miR. 133b 0.354346809 

miR. 1 
2.8568230

7       
miR. 7 0.333107495 

miR. 944 
2.8443135

2 
miR. 497 0.315540508 

Candidate. 5 
2.7948299

6       
miR. 1 0.308937999 

miR. 328 
2.5382470

9 

miR. 125a. 

5p 
0.299244030 

miR. 205  Has a role in both normal 

development and cancer* 

 
*Yue, Z., Yun-shan, Z., & Feng-xia, X. (2016). miR-205 mediates the inhibition of 

cervical cancer cell proliferation using olmesartan. Journal of the Renin-Angiotensin-

Aldosterone System, 17(3), 1470320316663327. 
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Conclusions 
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 Random Forests (RF) machine learning algorithms can be successfully used for 
predicting cervical cancer based on the gene expression profiling data with the 
microarray dataset  

 Model’s accuracy obtained is 94.12% which may be acceptable in many 
applications 

 MicroRNA-205 as a novel biomarker for cervical cancer patients 

 Big data & machine learning algorithms could be useful in bioinformatics or any 
other fields 

 

 

 

 
 

 

 

 


